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Abstract: The study shows the first results of the column-integrated water vapor retrieved by the new ZEN-R52 radiometer. This new radiometer has been specifically designed to monitor aerosols and atmospheric water vapor with a high degree of autonomy and robustness in order to allow the expansion of the observations of these parameters to remote desert areas from ground-based platforms. The ZEN-R52 device shows substantial improvements compared to the previous ZEN-R41 prototype: a smaller field of view, an increased signal-to-noise ratio, better stray light rejection, and an additional channel (940 nm) for precipitable water vapor (PWV) retrieval. PWV is inferred from the ZEN-R52 Zenith Sky Radiance (ZSR) measurements using a lookup table (LUT) methodology. The improvement of the new ZEN-R52 in terms of ZSR was verified by means of a comparison with the ZEN-R41, and with the Aerosol Robotic Network (AERONET) Cimel CE318 (CE318-AERONET) at Izaña Observatory, a Global Atmosphere Watch (GAW) high mountain station (Tenerife, Canary Islands, Spain), over a 10-month period (August 2017 to June 2018). ZEN-R52 aerosol optical depth (AOD) was extracted by means of the ZEN–AOD–LUT method with an uncertainty of ±0.01 ± 0.13*AOD. ZEN-R52 PWV extracted using a new LUT technique was compared with quasi-simultaneous (±30 s) Fourier Transform Infrared (FTIR) spectrometer measurements as reference. A good agreement was found between the two instruments (PWV means a relative difference of 9.1% and an uncertainty of ±0.089 cm or ±0.036 + 0.061*PWV for PWV <1 cm). This comparison analysis was extended using two PWV datasets from the same CE318 reference instrument at Izaña Observatory: one obtained from AERONET (CE318-AERONET), and another one using a specific calibration of the 940-nm channel performed in this work at Izaña Atmospheric Research Center Observatory (CE318-IARC), which improves the PWV product.
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1. Introduction

Water vapor induces a strong positive feedback in the climate system [1]. It is the largest contributor to the natural greenhouse effect [2,3], has a key role in tropospheric dynamics and aerosol growth, and has a large temporal and spatial variability. Therefore, water vapor observation still presents a challenge to the scientific community. Precipitable water vapor (hereafter referred to as PWV) is a common variable to quantify atmospheric water vapor content in climatological studies and is defined as the column-integrated water vapor contained in a vertical column of a unit cross section extending between any two specified levels (generally from the Earth’s surface to the top of the atmosphere). The estimation of PWV with high temporal and spatial resolution is of great importance not only for climate change research [4–6], but also for the validation of satellite PWV measurements [7,8] and PWV estimates performed by numerical weather prediction (NWP) models, weather forecasting and the assimilation of PWV measurements in NWP models [9,10]. PWV can be monitored with high precision through microwave radiometer profilers (MWPs) [11], the Global Climate Observing System (GCOS) Reference Upper-Air Network (GRUAN) correction algorithm for the Vaisala RS92 radiosondes (GRUAN RS92) [12] or ground-based Fourier Transform Infrared (FTIR) spectrometers [13]. Less precise devices for PWV monitoring such as Vaisala RS92 [14] and RS41 [15] radiosondes, Global Navigation Satellite System (GNSS) receivers [16–18], sun/moon/star photometers [19–23] or spectroradiometers [24,25] allow us to expand the spatial coverage of the PWV measurements, but with a lower precision, ranging from 7% to 20% and decreasing under dry conditions [13].

As one of the most important radiative forcing agents in the climate system, atmospheric aerosols have been extensively studied in recent decades [26]. They modify the Earth’s radiation budget and the hydrological cycle through aerosol–radiation and aerosol–cloud interactions [27]. Aerosol optical depth (AOD) is the single most comprehensive variable to remotely assess the aerosol load of the atmosphere [28] and the most important aerosol-related parameter for radiative forcing studies [29]. The global and long-term AOD and PWV monitoring in the atmosphere can be assessed only by means of satellite measurements. However, their poor temporal resolution, with a single daily quantitative observation in most cases, is a strong limiting factor for AOD and PWV diurnal variation monitoring. Moreover, as [30] suggested, satellite AOD retrievals are subject to important uncertainties due to radiometric calibration, a priori assumed aerosol properties, cloud contamination and surface reactivity. It is especially important that the latter effect is properly accounted for in the case of bright land surfaces like deserts. In this case, the low aerosol detectability of satellite sensors operating in the visible spectral range further complicate the estimation of the aerosol contribution where the main sources of aerosols are located. As a result, the large uncertainties associated with satellite products prevent their use for model assimilation near source regions.

Despite the fact that satellite remote sensing is the most convenient tool for providing a global perspective of aerosols and PWV, ground-based photometric techniques also play an important role in climate studies. They are especially valuable for validating satellite AOD and PWV products, as well as powerful tools for model assimilation and evaluation. Sun photometers were primarily designed to characterize aerosol loading by measuring atmospheric transmission in the visible and near-infrared spectral range using interference filters. However, sun photometers also appear as one of the most suitable ground-based techniques for estimating near-real PWV time with high spatial coverage [31,32] because of the relatively low cost and easy deployment of this type of instrument. These characteristics have allowed the establishment of several global and international networks of sun photometers in the past decades: the World Meteorological Organization (WMO) Global Atmosphere Watch Precision Filter Radiometer (GAW-PFR) network [33], the China Aerosol Remote Sensing NETwork, (CARSNET) [34], SKYNET [35] and the Aerosol Robotic NETwork (AERONET) [36]. In particular, AERONET is currently the most widespread ground-based network, providing accurate, standard, and consistent PWV, AOD and inversion products (such as aerosol size distribution and refraction indices) over hundreds of stations around the world. However, photometer networks
have some drawbacks, as they cannot provide products under cloudy skies and, more importantly, the observation sites are not evenly distributed around the globe (they are strongly biased toward populated regions). The difficulties in operating these types of photometers limit the number of stations located near the most important aerosol areas, restraining the representativeness of these networks for constraining global and relatively coarse-resolution models [27].

We present, in this paper, the new ZEN-R52 zenith-looking narrow-band radiometer, an improved version of the ZEN-R41 prototype previously presented in [37]. This is a radiometer specifically designed to expand ground-based aerosol load and PWV observations in remote areas, filling the current observational gaps in the current ground-based networks and therefore improving the capability for satellite product validation and aerosol model evaluation and assimilation. The results are focused on the improvement of the new ZEN-R52 in terms of Zenith Sky Radiance (ZSR), in addition to the capabilities of the new ZEN system to provide AOD and PWV by means of measurements performed at the Izaña high-altitude station over a 10-month period (August 2017 to June 2018). As far as we know, apart from the two types of ZEN radiometers, the objects of this study, there are no other filter instruments based on relatively simple but robust ZSR measurements to obtain AOD and PWV.

The experimental facility, the instruments used in this study, the methodologies developed to determine AOD and PWV with the ZEN-R52, the CE318, and the FTIR, as well the quality control procedures applied to ZEN-R52 measurements have been described in Section 2. The main results of the quality control and cloud screening procedures, ZSR, AOD and PWV products of the ZEN-R52 radiometer, together with corresponding comparisons with other collocated reference instruments (CE318 and FTIR) are shown in Section 3. A summary of this study and the main conclusions are provided in the last Section.

2. Materials and Methods

2.1. Test Site

Radiometric measurements have been performed at Izaña Observatory (IZO; http://izana.aemet.es). IZO is a high-mountain GAW station located in Tenerife (Canary Islands, Spain) at 28.31°N, 16.49°W, at an altitude of 2400 meters above sea level. IZO is managed by the Izaña Atmospheric Research Center (IARC) from the State Meteorological Agency of Spain (AEMET), and is a WMO Commission for Instruments and Methods of Observations (CIMO) Testbed for Aerosols and Water Vapor Remote Sensing Instruments. Further information on IZO’s facilities and its activities can be found in [38].

From a meteorological perspective, IZO is characterized by pristine skies, high atmospheric stability and rather low atmospheric humidity, as these conditions are required for radiometer calibration using the Langley technique [39]. These features make IZO a suitable site for background monitoring, representative of free troposphere conditions. As a consequence of the proximity with the Saharan desert, this site is also sporadically affected by dust transport from the Sahara, mainly in summer (see Figure 1), when the predominant conditions are associated to AOD_{675} >0.15 and large particles with Angstrom Exponent (\(\alpha_{440,870}\) < 0.25 [40,41]. The prevalent conditions during most of the year imply AOD_{675}<0.15. Regarding PWV, Izaña station is characterized by dry conditions, as a consequence of its altitude and its location in the descending branch of the subtropical Hadley’s cell, with the driest conditions occurring during winter, with a minimum PWV in February, while the wettest months occur in summer (maximum in August), coinciding with a higher frequency of dust outbreaks [19]. In Figure 1, the Total Column Carbon Observing Network (TCCON) FTIR and AERONET PWV averaged annual cycles are shown. It can be seen that both datasets follow a similar seasonal evolution, but with an appreciable bias between them, with a total average PWV of 0.48 cm (standard deviation of 0.28 cm) for TCCON FTIR, and 0.38 (standard deviation of 0.14) for AERONET. Other authors have shown that AERONET products underestimate the PWV compared with other
techniques (see [13,23,42,43]), with mean differences ranging between −5% and −25%. An explanation for the observed differences will be given in Section 3.4.

Figure 1. Monthly precipitable water vapor (PWV) and aerosol optical depth (AOD) averaged (solid lines) and corresponding standard deviations (error bars) at Izaña station. PWV annual cycle given by Total Column Carbon Observing Network (TCCON) Fourier Transform Infrared (FTIR) (blue line) has been calculated for 2007–2019. Aerosol Robotic Network (AERONET) PWV (orange line) and AOD at 500 nm (red line) have been calculated for 2005-2019.

2.2. Instrumentation

2.2.1. ZEN-R41 and ZEN-R52

The ZEN-R41 is a radiometer jointly developed by Sieltec Canarias and the IARC, conceived to monitor AOD from sky radiance measurements at the zenithal direction and at different spectral bands. A complete description of the ZEN-R41 can be found in [37]. The ZEN-R52 (Figure 2) is a newer instrument version whose hardware and software have been significantly improved and optimized. Regarding the main differences of the hardware, both the inclusion of a new channel centered at 940 nm for PWV retrieval and a more powerful Single Board Computer (SBC) inside the instrument are remarkable. These improvements require a larger instrument housing box with cooling fins. Better coated lenses and a special treatment for internal baffles entail a Field of View (FOV) smaller than 2° and a better stray light rejection. Now, the ZEN-R52 uses five hard coated 10 nm Full Width at Half Maximum (FWHM) filters with nominal wavelengths centered at 440, 500, 675, 870 and 940 nm with an estimated precision of ±2 nm in the central wavelength (CWL), in combination with five silicon diodes (350–1050 nm) and a 16-bit resolution, over a high dynamic acquisition range. The choice of the optical filter’s spectral range was made based on a compromise between technical requirements, such as the detector’s spectral response, low atmospheric gas absorption (except for 940 nm) and commercial availability. A 1020-nm spectral band optical filter would be desirable in future ZEN versions to improve the estimation of AOD at longer wavelengths. The radiance measurements at all the channels are made simultaneously, with a rate of 1 minute (averaged from 30 samples). Moreover, the instrument also contains sensors for internal humidity, temperature and pressure monitoring.

Regarding software improvements, it is worth highlighting the renewed graphical interface, which allows for interactive data preview, database searches, data sending configuration (via FTP or HTTPs), time synchronization through Network Time Protocol (NTP) servers, and internal manual time configuration. Now, the user has the option to change the precomputed lookup table files or to change the radiometric calibration parameters. Access to the disk configuration and remote software updates are also possible.
The output signal of the instrument, which is provided in analogic-to-digital units (ADU), was transformed into radiance units (W m^-2 sr^-1 nm^-1) by measuring a calibrated integrating sphere (Labsphere’s HELIOS 4-lamps 20” integrating sphere) at IARC facilities. The uncertainty involved in this calibration procedure was estimated to be 5% by [44]. Thus, we have assumed this estimation as the lower limit value for the radiance uncertainty.

2.2.2. Cimel CE318-AERONET

The CE318-AERONET permanent master at IZO was used in this work to validate the results obtained with the ZEN-R52 radiometer. This is a standard instrument used in AERONET which performs direct sun and diffuse sky measurements. Direct sun measurements are performed at nine different spectral bands to derive accurate AOD and PWV: 340, 380, 440, 500, 675, 870, 1020 and 1640 nm for AOD and 940 for PWV. AERONET version 3 Level 2.0 data were used in this study, which include near-real-time automatic cloud screening, automatic instrument quality controls and pre-field and post-field calibrations [45]. Diffuse sky radiance measurements are performed by means of two different routines to infer the aerosol optical and microphysical properties: the almucantar (ALM) and the principal plane (PPL) scenarios. With this information, AERONET provides microphysical and optical parameters, such as particle size distribution, refractive indices, single scattering albedo (SSA) or phase function [45,46]. Typical AOD uncertainty for reference instruments ranges between 0.002 and 0.009, with higher errors in the UV spectral range [39,46]. An excellent traceability of AOD from the AERONET-Cimel reference instruments to the world GAW-PFR AOD reference has been shown [40]. According to [45], the AERONET PWV product is accurate to about 10%. However, as [13] showed, PWV uncertainty for sun photometry is dependent on humidity conditions, ranging from 7% for humid conditions to 25% for very dry conditions (PWV ≤ 0.2 cm).

In order to simulate the ZEN performance, we have computed CE318-AERONET ZSR measurements (at 440, 500, 675, 870, 1020 and 1640 nm) by means of a linear interpolation of the PPL data to the zenith position. It is worth mentioning that CE318-AERONET does not provide PPL measurements at 940 nm.

2.2.3. Ground-Based FTIR

The FTIR solar measurements started at IZO in 1999 as the result of a collaboration between the IARC and the Institute of Meteorology and Climate Research—Atmospheric Trace Gases and Remote Sensing (IMK—ASF), belonging to the Karlsruhe Institute of Technology (KIT). Since then, two FTIR
spectrometers have been operating at the observatory (an IFS 120M between 1999 and 2005 and an IFS 120/5HR from 2005 onwards) in the framework of the international atmospheric composition networks Network for the Detection of Atmospheric Composition Change (NDACC, since 1999) and TCCON (since 2007).

For this work, we use the TCCON FTIR PWV data, which were retrieved with the 2014 version of the GGG processing software [47] by evaluating the measured direct solar absorption spectra in the near-infrared spectral region (4000–9000 cm\(^{-1}\)). These solar spectra are acquired at a spectral resolution of 0.02 cm\(^{-1}\). Several scans are co-added in order to increase the signal-to-noise ratio and, thus, the sampling frequency of TCCON FTIR PWV data is about 2 minutes. TCCON data have been calibrated using collocated meteorological radio soundings at globally distributed TCCON sites, from which a correction factor of 1.018 ± 0.004 (\(R^2 = 0.993\)) was determined for the PWV [47]. The TCCON PWV data used here were already divided by this scale factor. Particularly at IZO, when comparing TCCON FTIR PWV values to those obtained from meteorological radiosondes launched on Tenerife island and processed according to the GRUAN scheme for the period 2008-2017, we further confirmed the high precision of the TCCON data used in this work. We document a mean bias (TCCON-GRUAN) of only \(-0.06\) cm (1.33%) and a \(R^2\) of 0.939 (Omaira E. García, personal communication, 2020). Further details of the FTIR program at IZO are given in [13].

2.3. Methodology

2.3.1. AOD Calculation Method Description (ZEN–AOD–LUT)

The ZEN–AOD–lookup table (LUT) method previously described in [37] was used to retrieve AOD from zenith sky measurements. This method compares the ZSR measured at four of the five ZEN-R52 nominal wavelengths (440, 500, 675 and 870 nm) with a LUT of precomputed ZSRs at these wavelengths. This LUT is generated using the radiative transfer model LibRadtran (http://www.libradtran.org) [48,49], whose principal inputs are the solar zenith angle (SZA), the aerosol vertical profile and the surface reflectance. According to [37], a mix of aerosol components as well as their vertical profiles is defined to retrieve the optical properties needed to compute the LUT of ZSR values. Therefore, a set of AOD values is pre-calculated from every aerosol profile. Finally, the LUT estimates AOD by minimizing the normalized root mean squared differences (NRMSD or \(\epsilon_l\)) of computed and measured ZSRs defined by:

\[
\epsilon_l = \sqrt{\frac{1}{N_{\lambda}} \sum_{\lambda=1}^{N_{\lambda}} \left( \frac{ZSR_m^{\lambda}(\theta_v = 0, \theta_s) - ZSR_c^{\lambda,l}(\theta_v = 0, \theta_s)}{ZSR_m^{\lambda}(\theta_v = 0, \theta_s)} \right)^2}
\]

where \(N_{\lambda}\) is the number of nominal wavelengths considered and \(ZSR_m^{\lambda relevante}\) is the measured radiance at the nominal wavelength \(\lambda\), at zenith direction (\(\theta_v = 0\)), with the SZA being \(\theta_s\). Similarly, \(ZSR_c^{\lambda,l}\) is the computed radiance at the nominal wavelength \(\lambda\) in the zenith direction, for the corresponding SZA and the aerosol vertical profile indicated by index \(l\). The dependence of \(ZSR_l\) on surface reflectance, single scattering albedo, AOD, and aerosol phase function have been omitted for the sake of brevity.

In a sensitivity study carried out by [37], the authors showed that the uncertainty of the ZEN–AOD–LUT method increases with AOD, having a standard uncertainty ranging from 0.06 for \(AOD_{500} \approx 0.5\) to 0.15 for \(AOD_{500} \approx 1.0\), when an instrumental uncertainty of 5% is considered.

2.3.2. PWV Determination Method (ZEN-PWV-LUT)

In a similar manner to the ZEN–AOD–LUT, the ZEN-R52 PWV has been derived by means of the LUT technique (ZEN-PWV-LUT), which is, in fact, an extension of the ZEN–AOD–LUT, considering an ensemble of PWV values as inputs to the radiative model. Therefore, this ZEN-PWV-LUT has a size defined by the length of the ZEN–AOD–LUT (40 aerosol mass concentration values by 80 SZA values) multiplied by the length of the PWV array (20 values ranging from 0 to 2.3 cm). The upper limit of 2.3 cm was chosen as the maximum PWV value observed at Izaña station with FTIR during the period.
of this study (1.8 cm, plus 0.5 cm of margin). This method accounts for the absorption of ZSR due to the presence of atmospheric water vapor in the 940-nm spectral band. In addition to the water vapor absorption, other effects on ZSR such as those produced by surface reflectance, Rayleigh scattering and aerosol absorption and scattering, are considered. Surface reflectance and Rayleigh scattering are fixed inputs in the radiative transfer calculations, but the aerosol contribution is estimated from the ZEN–AOD–LUT. Once the aerosol’s profile has been estimated, PWV is calculated by minimizing the NRMSD between measured ZSR (ZSR$_{940m}$) and computed ZSR (ZSR$_{940c}$) in this spectral range using Equation (1).

It is also important to highlight that the water vapor transmission spectrum in this spectral range has a high number of narrow absorption lines. Considering the wide wavelength range of the optical filters of the instrument (FWHM≈10 nm), accurate knowledge of the filter transmission function is an important factor in the accurate determination of PWV. REPTRAN band parametrization [50] included in LibRadtran software package has been adopted in this study with a coarse resolution (15 cm$^{-1}$) to reduce the high computing time required to simulate ZSR for such a high number of absorption lines in the 940 nm spectral band. The MT_CKD (MlawerTobinCloughKneizysDavies) model for the water vapor continuum absorption [51] is also included. With this band parametrization, only a few representative wavelengths are required to parametrize the desired spectral band. The simulated ZEN-R52’s 940-channel ZSRs are obtained by convolving the computed ZSRs at the representative wavelengths with the filter function provided by the manufacturer, which is supplied with a CWL precision of ± 2 nm.

2.3.3. ZEN Quality Control (ZEN-QC) Process

An algorithm was implemented in order to remove cloud-contaminated and erroneous data from the ZEN-R radiometers dataset. The algorithm includes the following steps (see Figure 3):

1. Signal quality check: the ZEN-R devices perform 30 measurements in one minute, but only 1-minute voltage averages and their corresponding standard deviations ($\sigma_V$) are stored. High frequency noise is removed by analysing the signal, considering a threshold of 5% in $\sigma_V$, which was determined by empirically analysing aerosol condition data from clean and heavy dust outbreaks. Measurements larger than the saturation value with an error range of 1% were removed;

2. Radiance check: the NRMSD of measured and estimated radiances used in the AOD ($\tau_a$) retrieval process (ZEN–AOD–LUT) were analysed. We have determined a threshold of 10% for the value of $\epsilon_r$, given in Equation (1), and data above this threshold were removed;

3. AOD check: part of the AERONET cloud-screening quality control algorithm [45,52] has been adapted to the ZEN system. It consisted of three different steps:
   - A smoothness check, to verify that cloud-contaminated data were removed by means of the $\tau_{a,500}$ relative change rate. A threshold of 0.01 was considered;
   - An AOD stability check, in which we assumed the criterion presented in [45] based on the standard deviation of the daily $\tau_{a,500}$. Data were accepted if $\sigma$ was < 0.015;
   - After the two previous checks, a three-sigma check on $\tau_{a,500}$ was performed.

4. Finally, if the remaining data from a certain day were lower than three (or 10% of the total initial number, whatever is higher), data from this day were removed.
2.3.4. PWV Determination Method (CE318-IARC)

In addition to using the PWV AERONET product (see Section 2.2.2) in the comparisons, we also used the PWV obtained with the same CE318 instrument, but calculated using a specific calibration, which we called CE318-IARC PWV. The method followed to calculate the PWV is very similar to that of AERONET, differing only in the water vapor transmittance calculation, where we considered more specific conditions. The method is explained below.

As many authors have already proved ([13,33–37], sun photometric measurements at 940 nm can be used to derive PWV. In this case, the Beer–Lambert–Bouguer law, defined to be applied to regions with a smooth spectral variation in atmospheric transmittance inside the band pass, must be modified to account for the water vapor transmittance \( T_{w,\lambda} \):

\[
V_\lambda = V_{0,\lambda} e^{-(m \cdot \tau_\lambda)} T_{w,\lambda}
\]  
(2)

where \( V_\lambda \) is the photometer voltage, \( V_{0,\lambda} \) is the solar extraterrestrial voltage, \( m \) is the atmospheric air mass and \( \tau_\lambda \) is the spectral optical depth of molecules and aerosols. The following exponential dependence of \( T_{w,\lambda} \) on PWV is well accepted ([31,53]):

\[
T_{w,\lambda} = e^{-a(m_w \cdot PWV)^b}
\]  
(3)

where \( m_w \) is the water vapor optical air mass ([54,55]) and “\( a \)” and “\( b \)” coefficients are filter-dependent and site-dependent constants, which have to be calculated by considering the central wavelength position, width, and shape of the photometer’s filter response and by other parameters such as the vertical distribution of the water vapor ([19]). These two parameters are determined by means of a spectral convolution of the weighted water vapor transmittances simulated using the LibRadTran radiative transfer model with the instrument’s response function at 940 nm. REPTRAN band
parametrization [50] was adopted in this simulation, as well as the mid-latitude summer atmosphere and the altitude of Izaña (2.4 km height). A variation in $m_w$ between one and six was considered, in addition to a PWV variation between 0 cm and 2.3 cm, in order to cover the interval considered in this study.

Photometry-derived PWV values can be calculated by combining Equations (2) and (3) with the following equation, involving Rayleigh and aerosol optical depths ($\tau_R$ and $\tau_a$) and air masses ($m_R$ and $m_a$):

$$PWV = \frac{1}{m_w} \left[ \frac{1}{a} \left( \ln \left( \frac{V_{0,940}}{V_{940}} \right) - m_R \cdot \tau_{R,940} - m_a \cdot \tau_{a,940} \right) \right]^{\frac{1}{b}}$$  \quad (4)

A calibration constant at 940 nm ($V_{0,940}$) was determined by means of a modified Langley plot analysis [31] (following Equation (2)) over a 10-month period (August 2017 to June 2018). $\tau_{a,500}$ was restricted to values below 0.015 to ensure clean and stable atmospheric conditions for the Langley analysis. A total of 27 $V_{0,940}$ values were retrieved in this time period, with a coefficient of variation of 2.9%. The values obtained for the coefficients $a$ and $b$ are 0.536 and 0.638, respectively.

3. Results

3.1. ZEN-R52 Quality Control (ZEN-QC) Assessment

The ZEN-R52 quality control (ZEN-QC) method was applied to the ZEN-R52 data over a 10-month period (August 2017 to June 2018). The ratio of removed ZEN-R52 data in each step is shown in Table 1. The first two steps (signal quality and radiance checks) filter 24.0% and 23.4% of total data, respectively, due to both cloud-contaminated data and instrument anomalies. The third ZEN-QC step is an AOD check procedure to refine the cloud screening. This process is able to screen the final 2.2% of total data. Thus, nearly half of ZEN-R52 data were filtered in this three-step algorithm. We studied the number of coincidences with the AERONET (level 2.0 version 3) cloud-screening quality control algorithm (in %) by matching the closest pairs of records (ZEN-R52 and CE318-AERONET) with a time difference within ±30 seconds. According to [40], the natural AOD variability in this time period is negligible. The 10-month AOD evolutions at 500 nm for the two datasets are shown in Figure 4. The results shown in this figure demonstrate that the ZEN-QC filtering method is a suitable algorithm to screen instrumental errors and clouds, with an agreement of 68.8% with AERONET. The distribution of the coincidences between the two quality control algorithms depends on the solar elevation as shown in Figure 5. The agreement is especially poor for SZA < 15°, where the ZEN-QC rejects most of the ZEN-R52 data as a consequence of the presence of stray light on ZEN-R52 ZSR. However, the agreement is notably improved as SZA increases, especially for SZA > 25°, where the presence of stray light is considerably reduced.

<table>
<thead>
<tr>
<th>Algorithm Stage</th>
<th>Step 1 (Signal Quality Check)</th>
<th>Step 2 (Radiance Check)</th>
<th>Step 3 (AOD Check)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtered data (%)</td>
<td>24.0%</td>
<td>23.4%</td>
<td>2.2%</td>
</tr>
</tbody>
</table>
Figure 4. AOD at 500 nm for a 10-month period (August 2017 to June 2018) at Izaña station obtained from ZEN-R52 and CE318-AERONET radiometers. Grey crosses represent ZEN-R52 unfiltered AOD data, red solid circles depict ZEN-R52 AOD after applying the ZEN-QC algorithm, and blue squares show CE318-AERONET level 2.0 AOD data.

Figure 5. Coincidences (%) between AERONET and ZEN quality control algorithms for eight solar zenith angle (SZA) intervals. The black line represents the average of 68.8% of the coincidences.

3.2. ZSR Comparisons

The ZSR measurements performed by ZEN-R41 and ZEN-R52 instruments were compared with the CE318 ZSRs derived from PPL sky radiance measurements. CE318 PPL measurements were done for a set of six nominal wavelengths (440, 500, 675, 870, 1020 and 1640 nm), with a duration of approximately 30 seconds for each spectral band. On the other hand, the ZEN-R’s data are 1-minute averaged for all the channels at the same time. All sets of ZEN-R data were screened with the ZEN-QC algorithm previously described in Section 2.3.3. In the case of the CE318 PPL data, we employed the algorithm described in [37], which is based on the smoothness of the PPL curve. The closest data pairs with a time difference within ±30 seconds for the four coincident spectral bands, i.e., 440, 500, 675 and 870 nm, were used for the intercomparison.

The main statistics of the ZSR comparison between CE318-AERONET and ZEN-R41/R52 are presented in Table 2. High coefficients of determination (R² of 0.99) and low root mean squared errors (RMSE) for all wavelengths (between 0.0004 and 0.0009 W m⁻² sr⁻¹ nm⁻¹) were observed for both ZEN systems. Relative differences were low for both instruments at 440 and 500 nm, with a mean and standard deviation of relative differences lower than 7%. In particular, in the case of ZEN-R52, the
mean bias and standard deviations of relative differences of 6.9%, 2.5% and 0.9%, 2.3% were found, respectively, at these two wavelengths. However, these values were much higher for the longest wavelength channels, especially for ZEN-R41 at 870 nm, with a mean bias of 53.8% and a standard deviation of 39.8%. These values were reduced to 16.3% and 21.3%, respectively, in the case of the new ZEN-R52.

The relative differences between ZEN-R and CE318 instruments for the four coincident wavelengths are plotted against the CE318 ZSR in Figure 6. It can be observed that the relative differences for ZEN-R versus CE318 increase as ZSRs decrease, which are lower at longer wavelengths. These results indicate that the low radiances measured at 870 nm are close to the detection limit of the ZEN-R, in addition to the presence of an offset signal or stray light, higher for the ZEN-R41, which is more significant for lower ZSR values at longer wavelengths in both systems. These results highlight the importance of increasing the signal-to-noise ratio and decreasing the stray light levels in future ZEN radiometer versions.

Table 2. Radiance comparison statistics by instrument and wavelength, taking CE318-AERONET ZSR measurements as references, including the coefficient of determination (R²) and RMSE (W m⁻² sr⁻¹ nm⁻¹). The Zenith Sky Radiance (ZSR) mean and standard deviation of the relative differences (here represented as <ΔZSR> and σ(ΔZSR)), and the number of data (N) are also shown.

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Channel</th>
<th>R²</th>
<th>RMSE</th>
<th>&lt;ΔZSR&gt;</th>
<th>σ(ΔZSR)</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZEN-R52</td>
<td>440</td>
<td>0.99</td>
<td>0.0009</td>
<td>6.9%</td>
<td>2.5%</td>
<td>962</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.99</td>
<td>0.0007</td>
<td>0.9%</td>
<td>2.3%</td>
<td>981</td>
</tr>
<tr>
<td></td>
<td>675</td>
<td>0.99</td>
<td>0.0008</td>
<td>7.7%</td>
<td>6.3%</td>
<td>983</td>
</tr>
<tr>
<td></td>
<td>870</td>
<td>0.99</td>
<td>0.0004</td>
<td>16.3%</td>
<td>21.3%</td>
<td>985</td>
</tr>
<tr>
<td>ZEN-R41</td>
<td>440</td>
<td>0.99</td>
<td>0.0009</td>
<td>5.1%</td>
<td>2.7%</td>
<td>962</td>
</tr>
<tr>
<td></td>
<td>500</td>
<td>0.99</td>
<td>0.0007</td>
<td>2.5%</td>
<td>2.6%</td>
<td>981</td>
</tr>
<tr>
<td></td>
<td>675</td>
<td>0.99</td>
<td>0.0008</td>
<td>6.8%</td>
<td>9.0%</td>
<td>983</td>
</tr>
<tr>
<td></td>
<td>870</td>
<td>0.99</td>
<td>0.0007</td>
<td>53.8%</td>
<td>39.8%</td>
<td>985</td>
</tr>
</tbody>
</table>

Figure 6. ZSR relative differences between (a) ZEN-R52 and (b) ZEN-R41 against CE318-AERONET ((ZSRZEN-R-ZSRCE318) / ZSRCE318) in logarithmic scale at the four coincident channels: 870 nm (grey crosses), 675 nm (red circles), 440 nm (blue squares), and 500 nm (green triangles).

3.3. AOD Results

Quality-controlled ZEN-R52 AODs were compared to CE318-AERONET AOD version 3 level 2.0 data at IZO. The matching criterion was the same as the one defined in Section 3.2. CE318-AERONET versus ZEN-R52 AOD scatterplots at 440 and 870 nm are shown in Figure 7a,b. A good correlation
between both datasets can be observed, with high coefficients of determination between 0.97 and 0.98 and a low RMSE (0.010 to 0.012).

Figure 7. AOD scatter plot between AERONET and ZEN-R52 at 440 nm (a) and 870 nm (b) nominal wavelengths. The red line shows the linear fit equation, the broken grey line shows the diagonal and the colour bar indicates the density of data. ZEN-R52–AERONET AOD differences against the solar zenith angle are shown in (c) for 440 nm and in (d) for 870 nm, where the colour bar indicates AERONET AOD.

Figure 7c,d show the AOD differences (AOD\textsubscript{ZEN-R52} - AOD\textsubscript{CE318}) against SZA, indicating the dependence of AOD\textsubscript{ZEN-R52} on the solar elevation. For low AOD values (AOD \leq 0.2), the AOD differences show a smooth “smile-shape” curve with the SZA. For SZA \geq 60°, the higher scatter could be explained because the plane-parallel approach employed by the DIScrete ORdinate Radiative Transfer (DISORT) solver is not a good enough approximation \cite{48,56}, while for SZA < 30°, the higher observed differences could be accounted for by ZEN-R52 instrumental issues, like stray light (recall Section 3.1). For higher AOD values (AOD \geq 0.2), this “smile-shape” behaviour is also identified, but the differences are more accentuated, likely because the multiple scattering processes are not fully solved in ZEN–AOD–LUT simulations. This becomes more critical at higher SZAs, when the radiative properties, especially the phase function, estimated from the imposed mixture of aerosol components, could largely deviate from the real properties as the aerosol load increases. This SZA dependence was also shown by \cite{37}, highlighting the importance of an accurate aerosol characterization and its impact on the modeling of aerosol scattering in the near-forward direction. Overall, the results presented in this paper are similar to those presented in \cite{37} when the AOD from ZEN-R41 and CE318-AERONET were compared at Izaña. Those authors estimated the uncertainty of the ZEN–AOD–LUT method by means of a sensitivity study of values up to 0.06 (for AOD\textsubscript{500} \sim 0.5) and up to 0.15 (for AOD\textsubscript{500} \sim 1.0) when an instrumental error of 5% was considered. In this work, we empirically estimated the AOD
uncertainty through the comparison of ZEN-R52 with CE318-AERONET, considering the latter as a reference. The standard deviation of the AOD differences for every channel at AOD intervals of 0.05 (between 0 and 0.6) are plotted in Figure 8. The standard deviation of the AOD differences was found to be linearly dependent on the AOD interval considered, with different intercepts (0.003 for the lower interval and -0.015 for the higher) and the same slope (0.13). Considering that CE318 AOD uncertainty is established to be around ±0.01, we estimate the ZEN-R52 AOD 1σ uncertainty to be ±0.01 ± 0.13*AOD.

3.4. PWV Results

We have compared the ZEN-R52 PWV obtained at IZO with the PWV retrieved by means of a reference FTIR spectrometer. This comparison has been extended, including data from the CE318 master radiometer at IZO. ZEN-QC and CE318-AERONET level 2.0 (version 3) data were used in this comparison.

With regard to the PWV measurement sequence, the ZEN–R52 performs 1-minute measurements, while CE318-AERONET PWV values were obtained approximately every 15 minutes when the local time was between 9 and 15 hours. Outside this period, the frequency is variable and depends on the air mass. FTIR provides PWV measurements roughly every two minutes. The comparison analysis in the case of PWV is similar to the one described in the previous section for AOD, performed by means of matching the closest pair of records to a time difference within ±30 seconds.

PWV scatterplots including FTIR, CE318 and ZEN-R52 are displayed in Figure 9, and the main statistics between the different datasets are shown in Table 3. In particular, the scatterplot of ZEN-R52 against FTIR PWV is shown in Figure 9d. Relatively high coefficients of determination ($R^2 = 0.91$) and low RMSE (0.070 cm) between these two instruments are observed (Table 3), with a high standard deviation of PWV-relative differences ($\sigma(\Delta \text{PWV}/\text{PWV})$) of 30.8%). Regarding the comparison between ZEN-R52 and CE318-AERONET, Figure 9e shows a lower intercept (0.04 cm), a similar $R^2$ (0.91), but a higher RMSE (0.090 cm) and scatter (39.7%). In this case, important PWV relative differences ($<\Delta \text{PWV}/\text{PWV}$) of 40.1% were found.

CE318-AERONET and FTIR PWV have also been compared (Figure 9a and Table 3) in order to analyze, in detail, the previous discrepancies. In this comparison, high $R^2$ values (>0.99) and low
RMSE (0.026 cm) indicate the good correlation of the data, and the low scatter between the two datasets is indicated by a low $\sigma(\Delta PWV/PWV)$ value of 6.1%. However, a mean PWV difference of -19.2% reveals a remarkable systematic CE318-AERONET PWV underestimation. A similar underestimation was noted previously in the work of [13] using the same instruments at Izaña. Despite the fact that different FTIR products are used in the present study, the high magnitude of this bias could point to the possible calibration inaccuracy of the CE318-AERONET PWV product. As [47] has pointed out, errors due to spectroscopic parameters dominate FTIR systematic uncertainty, but they are expected to cause systematic errors lower than 2%. In fact, as mentioned, the FTIR PWV values used here were re-calibrated following the TCCON protocols in order to minimize this wet bias to ~2%.

CE318 PWV data retrieved from the same AERONET master at Izaña, but with a self-computed calibration (CE318-IARC), were included in this study in order to understand the cause of this bias in AERONET PWV data in 2017 and 2018. The scatterplot of CE318-AERONET against CE318-IARC PWV (Figure 9c) shows a non-existent intercept and a slope of 1.178 from the regression analysis. A mean PWV difference of 17.9% (Table 3) in addition to the reduction in $<\Delta PWV>$ between FTIR and CE318-IARC (−3.4%) indicates that the specific calibration of the 940 nm channel significantly improves the PWV estimation compared with the standard AERONET PWV product. The regression analysis in Figure 9b,f shows a close-to-unit slope in the comparison of CE318-IARC versus FTIR and ZEN-R52 versus CE318-IARC, respectively. A similar scatter (5.7%), but a considerably lower bias (−3.4%) in the CE318-FTIR, when using the self-calibrated dataset, corroborates the better performance of the CE318-IARC calibration at 940 nm. These results are consistent with those reported in [13]. In this regard, using the CE318-IARC calibration, a mean bias of −0.016 cm is retrieved, much lower than that provided by CE318-AERONET in this study (−0.091 cm) and that found in [2] (−0.113 cm) when compared with the same AERONET product.

Regarding the ZEN-R52 PWV product, the intercept of the regression analysis close to 0.07 cm found when compared to FTIR, evidence there is not an important bias affecting PWV, but it is significant for very dry conditions (PWV ≤ 0.2 cm). The value of 0.089 cm for $\sigma(\Delta PWV)$ found for the full dataset between FTIR and ZEN-R52 can be used as a conservative estimator of the ZEN-R52’s PWV uncertainty, while $<\Delta PWV>$ values give an estimation of the instrument’s accuracy, between 9.1% (FTIR versus ZEN) and 17.1% (CE318-IARC versus ZEN).

Analogously to Section 3.3, we can also analyse if the ZEN-R52 PWV uncertainty shows a dependency on the PWV values. For this purpose, in Figure 10, we show the standard deviation of the PWV differences between ZEN-R52 and FTIR for FTIR PWV intervals of 0.1 cm (between 0 and 1.3 cm). For a better interpretation of the significance of the different PWV intervals, the number of points for each PWV bin is also displayed in the figure. In a similar manner to AOD, two differentiated branches for the $\sigma(\Delta PWV)$ were found. For PWV < 1.0 cm, the standard deviation of the PWV differences show a clear lineal dependence ($R^2 = 0.73$) on the PWV values and, thus, the uncertainty of the ZEN-R52 PWV can be estimated as: $±0.036 ± 0.061*PWV$. Above the 1 cm limit, PWV observations are scarce, which prevents us from estimating the PWV uncertainty’s dependency on this range. Thus, we should assume that the standard deviation of the PWV differences, 0.089 cm, is a conservative value for the ZEN PWV uncertainty above 1 cm.
Figure 9. PWV scatterplots between ZEN-R52, CE318-AERONET, CE318-IARC and FTIR at Izaña over a 10-month period (August 2017 to June 2018 a-f). The red line shows the linear fit equation, the broken grey line shows the diagonal and the colour bar indicates the density of data.

Table 3. Comparisons statistics between PWV obtained from ZEN-R52, CE318-AERONET, CE318-Izaña Atmospheric Research Center (IARC) and FTIR. Mean and standard deviations of the PWV differences, in cm (here represented as \(\Delta\text{PWV}\) and \(\sigma(\Delta\text{PWV})\)), are included, in addition to relative PWV differences (\(\Delta\text{PWV}/\text{PWV}\)) and the standard deviation of relative PWV differences (\(\sigma(\Delta\text{PWV}/\text{PWV})\)), in %, taking the X dataset as a reference.

<table>
<thead>
<tr>
<th>Dataset X</th>
<th>Y</th>
<th>No. Matches</th>
<th>(R^2)</th>
<th>RMSE (cm)</th>
<th>(\Delta\text{PWV}) (cm)</th>
<th>(\Delta\text{PWV}/\text{PWV}) (%)</th>
<th>(\sigma(\Delta\text{PWV})) (cm)</th>
<th>(\sigma(\Delta\text{PWV}/\text{PWV})) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FTIR</td>
<td>CE318-AERO</td>
<td>589</td>
<td>0.99</td>
<td>0.026</td>
<td>-0.091</td>
<td>(19.2%)</td>
<td>0.064</td>
<td></td>
</tr>
<tr>
<td>FTIR</td>
<td>CE318-IARC</td>
<td>589</td>
<td>0.99</td>
<td>0.025</td>
<td>-0.016</td>
<td>(-3.4%)</td>
<td>0.029</td>
<td></td>
</tr>
<tr>
<td>FTIR</td>
<td>ZEN</td>
<td>2701</td>
<td>0.91</td>
<td>0.070</td>
<td>-0.010</td>
<td>(9.1%)</td>
<td>0.089</td>
<td></td>
</tr>
<tr>
<td>CE318-AERO</td>
<td>CE318-IARC</td>
<td>14253</td>
<td>0.99</td>
<td>0.012</td>
<td>0.071</td>
<td>(17.9%)</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>CE318-AERO</td>
<td>ZEN</td>
<td>4666</td>
<td>0.91</td>
<td>0.090</td>
<td>0.097</td>
<td>(40.1%)</td>
<td>0.099</td>
<td></td>
</tr>
<tr>
<td>CE318-IARC</td>
<td>ZEN</td>
<td>4666</td>
<td>0.90</td>
<td>0.094</td>
<td>0.033</td>
<td>(17.1%)</td>
<td>0.094</td>
<td></td>
</tr>
</tbody>
</table>
was specifically designed to remove cloud-contaminated and erroneous data from the ZEN-R52 (August 2017 to June 2018) at Izaña high-altitude station by minimizing the normalized mean squared differences of computed and measured ZSRs. The new ZEN-PWV-LUT is dependent on the AOD with an RMSE of 0.07 cm, R² of 0.91 and a mean PWV difference of 9.1%. Two different CE318 PWV datasets from the AERONET’s permanent master at Izaña Observatory have been used: one obtained from AERONET (CE318-AERONET) and another one using a specific calibration performed in this study (CE318-IARC) using on-site actual input atmospheric parameters for the water vapor transmittance modeling. This approach provides better PWV values than those provided by CE318-AERONET when compared with the FTIR results.

4. Summary and Conclusions

The new ZEN-R52 has been specifically designed to monitor aerosols and atmospheric water vapor with a high degree of autonomy and robustness. The most remarkable differences in comparison to the previous ZEN-R41 prototype presented in [37] are the reduced field of view (smaller than 2°), the increased signal-to-noise ratio, better stray light rejection and the additional channel at 940 nm for PWV retrieval.

A new LUT methodology was used to estimate PWV (ZEN-PWV-LUT) over a 10-month period (August 2017 to June 2018) at Izaña high-altitude station by minimizing the normalized mean squared differences of computed and measured ZSRs. The new ZEN-PWV-LUT is dependent on the AOD previously retrieved by means of the ZEN–AOD–LUT method. A quality control procedure (ZEN-QC) was specifically designed to remove cloud-contaminated and erroneous data from the ZEN-R52 radiometer dataset. This ZEN-QC was validated against AERONET level 2.0 (version 3) data, showing a good performance.

The validation analysis in terms of quasi-simultaneous (±30 s) ZSRs was carried out, considering CE318-AERONET ZSRs derived from PPL sky radiance measurements as a reference. Our results showed the improved performance of the ZEN-R52 compared with the ZEN-R41, but some effects of stray light are still discernible at longer wavelengths and lower SZA.

CE318-AERONET versus ZEN-R52 quasi-simultaneous AOD comparison showed a good correlation between both datasets (r=0.97) with low RMSE values (0.010 to 0.012). However, the presence of a systematic dependence of the AOD differences on SZA indicates the effect of inaccuracies on the radiative transfer modeling and on the instrumental measurements. This study also estimated the ZEN-R52 AOD uncertainty to be ±0.01 ± 0.13° AOD.

A quasi-simultaneous PWV comparison between FTIR and ZEN-R52 indicated the good performance of the ZEN-R52 LUT PWV product, with an RMSE of 0.07 cm, R² of 0.91 and a mean PWV difference of 9.1%. Two different CE318 PWV datasets from the AERONET’S permanent master at Izaña Observatory have been used: one obtained from AERONET (CE318-AERONET) and another one using a specific calibration performed in this study (CE318-IARC) using on-site actual input atmospheric parameters for the water vapor transmittance modeling. This approach provides better PWV values than those provided by CE318-AERONET when compared with the FTIR results.
for reference, despite the fact that it is worth admitting that AERONET PWV is a standard and global product. Our results show that the new ZEN-PWV-LUT technique provides fairly good estimations of PWV, with mean PWV relative differences of 9.1% and 17.1% with FTIR and CE318-IARC, respectively. The expected uncertainty of this technique is estimated to be ±0.089 cm, which is an excellent result for a low-cost instrument. A subsequent uncertainty analysis estimated the PWV uncertainty to be linearly dependent on the PWV for PWV values < 1 cm, following the equation ±0.036 ± 0.061*PWV.

The general conclusion is that the ZEN-R52 might be considered a useful tool to expand aerosol and water vapor monitoring from ground-based instrumentation in desert areas, thereby increasing the representativeness of ground measurements for constraining global and relatively coarse-resolution models. The ZEN-R52 might also improve our capabilities for satellite validation and aerosol model evaluation/assimilation in remote areas. The comprehensive validation performed in this paper in terms of ZSR, AOD and PWV against the CE318-AERONET reference instrument at Izaña observatory adds weight to the potential use of a ZEN network to expand aerosol and water vapor observations in remote areas. This study reveals that some improvements in future ZEN systems regarding their optical performance (signal-to-noise ratio and stray light) might be considered. Radiative transfer calculations, employing a higher resolution parametrization for water vapor absorption, which does not entail a greater computing time, would be a noticeable improvement. Finally, a new filter with a size of around 1020 nm would improve the AOD estimation at longer wavelengths, and therefore the PWV estimation.
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