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Abstract A novel approach is proposed for evaluating regional climate models based on the comparison of empirical relationships among model outcome variables. The approach is actually a quantitative adaptation of the method for evaluating global climate models proposed by Betts (Bull Am Meteorol Soc 85:1673–1688, 2004). Three selected relationships among different magnitudes involved in water and energy land surface budgets are firstly established using daily re-analysis data. The selected relationships are obtained for an area encompassing two river basins in the southern Iberian Peninsula corresponding to 2 months, representative of dry and wet seasons. The same corresponding relations are also computed for each of the thirteen regional simulations of the ENSEMBLES project over the same area. The usage of a metric based on the Hellinger coefficient allows a quantitative estimation of how well models are performing in simulating the relations among surface magnitudes. Finally, a series of six rankings of the thirteen regional climate models participating in the ENSEMBLES project is obtained based on their ability to simulate such surface processes.
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1 Introduction

Climate models are numerical representations of the climate system based on the physical, chemical, and biological properties of its components, their interactions and feedback processes. Different climate models constitute multiple realizations of the climate system based on computer programs. Climate models differentiate among them by the approximations and discretizations used to solve the mathematical equations representing its physics, chemistry and biology. Although climate models continue to have significant limitations which lead to uncertainties in the magnitude and timing, as well as regional details, they have consistently provided a robust and unambiguous picture of the climate system. There is currently a considerable confidence in the simulations provided by climate models due to the fact that model principles are based on well established physical laws, such as conservation of mass, energy and momentum. An additional source of confidence is their ability to simulate important aspects of the current and past climates, as well as their changes (Randall et al. 2007).

The climate system includes a variety of physical processes, such as cloud processes, radiative processes and boundary-layer processes, which interact with each other on many temporal and spatial scales. Due to the limited resolutions of the models, many of these processes are not resolved adequately by the model grid and must therefore be parameterized. As confidence in global models decreases at smaller scales, higher resolution regional climate models (RCMs) provide quantitative value to climate simulations. With finer resolution, mesoscale phenomena, contributing e.g. to intense precipitation, and coupling between regional circulations and convection can be resolved. Higher resolution RCMs also include other types of scale-dependent variability such as extreme winds and
locally extreme temperature that coarse-resolution global models will smooth. Regional-scale simulations also have phenomenological value, being able to represent processes that global models either cannot resolve or can resolve only poorly (CCSP 2008).

As climate models are very complex systems, they have different capabilities and limitations which can be evaluated using a variety of methods and approaches. Models can be tested either globally at the system-level or at component-level. Whereas system-level evaluation is focused on the outputs of the full model, component-level evaluation isolates particular components of the model (e.g. atmosphere, ocean, land surface, etc.) or even sub-components (e.g., numerical methods, parameterizations of different physical processes, etc..) to test them independently of the complete model. A hybrid approach consists of evaluating the whole system but putting the focus on some specific process or component. For example, we may be interested in exploring how well climate models are able to simulate surface processes or interaction between land and atmosphere (Randall et al. 2007).

A number of metrics have been designed to compare quantitatively climate model simulations against past or current observed climates. Although many different metrics of model reliability have been proposed (see, e.g., Glickler et al. 2008) there is at present little consensus on a particular metric to discriminate “good” and “bad” models. In fact, the main issue is the virtually infinite number of metrics that can be defined, being each of them appropriate for different purposes (Knutti et al. 2010). Land-surface processes and interaction between land-surface and atmosphere are especially relevant for the evaluation of climate models simulations as they are very much responsible for precipitation and surface temperature, which traditionally have been used to define local climate. The performance of a climate model when simulating the interaction between land-surface and atmosphere depends critically on the correct coupling between land-surface fluxes and state variables (e.g., evapotranspiration, sensible heat flux, radiative fluxes, soil moisture, etc.). Some researchers (e.g., Betts 2004, 2007; Betts et al. 2006; Jaeger et al. 2009; Santanello et al. 2009; Seneviratne et al. 2010) have pointed out that an alternative way to identify coupling between related variables is to derive empirical relationships by displaying the investigated variables as a function of one another. These relationships can only be suggestive of coupling mechanisms at the land–atmosphere interface without pointing to any direction of causality. As these relationships can be derived for both observations and model data, they are also of strong relevance for model evaluation. We extend in this paper the method for evaluating global climate models proposed by Betts (2004) to RCMs including as main novelties, first, the quantification—by introducing the Hellinger distance—of how well different pairs of empirical relationships are represented by models and, second, the usage of such metric to evaluate and rank models according to accuracy of their simulation of atmosphere/land surface coupling.

In recent years a large number of RCM simulations have been produced for simulating the future European climate (e.g. Christensen and Christensen 2007; Déqué et al. 2005, 2007; van der Linden and Mitchell 2009). As indicated by Kjellström and Giorgi (2010), a relevant finding in these multi-model experiments is that climate change scenarios with different RCMs can differ significantly, even if the lateral boundary conditions are taken from the same global climate model. Therefore, an additional level of uncertainty to the total uncertainty is added by the downsampling process associated to regional climate change simulations. In order to explore such uncertainties, it is reasonable to make use of multi-model ensembles of RCMs for deriving detailed climate change information at the regional scale. It can even be envisaged the application of some kind of performance-based weighting schemes in the process of combining multi-model results, to increase the reliability of the projections (Giorgi and Mearns 2002). In the European project ENSEMBLES (van der Linden and Mitchell 2009), a work package was devoted to designing and testing a weighting system for a multi-model ensemble of RCMs. Kjellström and Giorgi (2010) have described the set of metrics derived in the framework of the ENSEMBLES project to combine RCMs simulations based on their performance and aiming at the production of probabilistic climate change projections (see also Climate Research, Special Issue No 23 2010 on ‘Regional Climate Model evaluation and weighting’). Christensen et al. (2010) have explored six metrics designed to capture different aspects of RCM performance in reproducing large-scale circulation patterns, meso-scale signals, daily temperature and precipitation distributions and extremes, trends and the annual cycle. Most of their explored metrics were based on the performance of different aspects of temperature and precipitation fields but none of them relied on the correctness of physical processes simulations.

Within this frame our method proposes an evaluation of the interaction between land and atmosphere simulated by regional climate models as a complement to the above described methods to measure the performance of RCMs. The method here described characterizes the differences or distances of two 2D-scattered plots describing the empirical relationship linking pairs of land surface variables by making use of the Hellinger coefficient (Cramer 1946). The Hellinger coefficient—initially introduced in probability and statistics theories to measure the closeness of two probability distribution functions—will therefore allow us to quantify how close the same empirical relation obtained.
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from a climate model simulation and from observation are. In order to compare the here proposed method of evaluation based on the interaction between land and atmosphere with the six metrics proposed by Christensen et al. (2010), we have computed the Hellinger coefficient for the pair temperature and precipitation (T2m—PP) and also standard scores for temperature and precipitation.

ERA-Interim re-analysis (Dee et al. 2011) has been used as a proxy of actual observations for the selected surface magnitudes due to the lack of spatial coverage of observations for most of the fluxes and surface variables considered here. Direct measures of fluxes and surface/soil variables are frequently restricted to a few reference observatories or recent satellite measurements. Data assimilation algorithms provide a full and consistent 3D representation of the atmosphere constrained by the available observations and physical relationships among variables describing the state of the atmosphere. The four-dimensional variational data assimilation used in ERA-Interim includes, apart of the relationships of the forecast model, those of the complex statistical balance between the first guess error variables. We are fully aware that fluxes—and certain variables not directly observed—provided by a re-analysis are very much dependent on the constraints imposed by the data assimilation algorithm and the underlying model. Variables not directly observed are mainly produced by the underlying forecasting model. In fact, it may happen that fluxes and non-analysed soil/surface variables show bias attributable to the inaccuracies of the assimilation procedure. Therefore, before using re-analysis data as reference or ground-truth some efforts must be devoted to verify this assumption for the variables, region and seasons selected. Nevertheless, it should be stressed that this paper focuses on the proposed method to evaluate model outputs based on empirical relationship linking pairs of surface relevant magnitudes and not on a comprehensive validation of the reference.

Once the selected relationships have been determined for the ERA-Interim re-analysis data, the corresponding relationships are also determined for each of the thirteen regional simulations of the ENSEMBLES project (van der Linden and Mitchell 2009) using daily data over the same area. Finally, a measure of the closeness based on the Hellinger coefficient is applied to produce a ranking of the thirteen regional climate models participating in the ENSEMBLES project focused mainly on their ability to simulate surface processes.

The paper is organized as follows. Section 2 describes the data sets used in this study. The ground truth from ERA-Interim re-analysis is evaluated is Sect. 3. The principles, advantages and limitations of the method are described in Sect. 4. Main results are presented in Sect. 5. Finally, conclusions are summarized in Sect. 6.

2 Data

The ERA-Interim re-analysis data (Dee et al. 2011) has been used through the whole study as a reference to compare with RCMs outputs. Although it can be argued that some soil/surface variables and surface fluxes provided by a re-analysis are not the ideal reference to be used as an accurate representation of the observed atmosphere and/or land surface, it is however a practical approach which circumvents the problem of the insufficient spatial coverage of in situ data and of the inaccuracy of satellite data for certain surface variables. It must be always kept in mind that fluxes values correspond to 12 h forecasting and therefore they are very much dependent on the underlying model.

The following data have been used for this study:

(a) Daily analysis (0000, 0600, 1200, 1800 UTC) from 1989 to 2008 of Skin Temperature (SKT) and 2-meter Temperature (T2m) and daily averaged 12 h forecasts (0000, 1200 UTC) of Surface Net Thermal Radiation (LW\text{net}), Surface Net Solar Radiation (SW\text{net}), Surface Sensible Heat Flux (SSHF) and Total Precipitation (PP) from the European Centre for Medium-Range Weather Forecast (ECMWF) ERA-Interim reanalysis (Dee et al. 2011). The ERA-Interim atmospheric model is configured with 60 levels in the vertical; a T255 spherical-harmonic representation for the basic dynamical fields and a reduced Gaussian grid with approximately uniform 79 km spacing for surface and other grid-point fields.

(b) Daily fields from 1991 to 2000 of Maximum Soil Temperature (T\text{smx}), Minimum Soil Temperature (T\text{smn}) and 2-m Temperature (T2m), and daily averaged fields of Surface Net Thermal Radiation (LW\text{net}), Surface Net Solar Radiation (SW\text{net}), Surface Sensible Heat Flux (SSHF) and Precipitation (PP) from the thirteen RCMs participating in the Research Theme 3 (RT3) of the ENSEMBLES project (van der Linden and Mitchell 2009). All regional simulations for the period 1991–2000 were driven by ERA-40 reanalysis (Uppala et al. 2005). Table 1 provides information of the 13 models considered in this study: institution, model, number of vertical levels and key references. The fields were obtained from the ENSEMBLES RT3/RT2B data archive (http://ensemblesrt3.dmi.dk).

Only the months of July and November corresponding to ERA-Interim and RT3-ENSEMBLES data have been used. The election is justified by the fact that July is representative of the dry season, whereas November is representative of the wet season over Southern Spain. ERA-Interim and all 13 RT3-ENSEMBLES regional
models datasets have been interpolated to a common grid (0.25° latitude × 0.25° longitude) defined by a rectangular area (from 40.5°N to 37.5°N, and from 7.0°W to 2.0°W) covering part of Tagus and Guadiana river basins in southern Iberian Peninsula (see Fig. 1).

3 Evaluation of ground-truth ERA-Interim data

Although the quality of ERA-Interim is not the subject of this paper, its selection as ground-truth requires of previous discussion and some validation against in situ and satellite observations. In particular, the quality of ERA-Interim selected fluxes (LW\textsubscript{net}, SW\textsubscript{net} and SSHF) must be carefully validated—as these quantities are not analyzed—before accepting them as ground-truth reference to compare against the corresponding quantities from regional climate models. The validation of ERA-Interim fluxes implies a certain degree of difficulty as the corresponding observational satellite data, mainly from EUMETSAT Satellite Application Facility on Climate Monitoring (CM SAF) products (see http://www.cmsaf.eu) are available only for recent years and these last data do not overlap in time with RT3-ENSEMBLES regional models simulations.

For the evaluation of LW\textsubscript{net} and SW\textsubscript{net}, we have made use of CM SAF products. The CM SAF data products are categorized in monitoring data sets obtained in near real time and data sets based on carefully inter-sensor calibrated radiances. The homogenous sets of high-quality data are derived from several instruments on-board meteorological operational satellites in geostationary and polar orbit as the Meteosat and EUMETSAT Polar System satellites, respectively. Surface radiation products are retrieved from SEVIRI/GERB instruments on MSG satellite and AVHRR instruments on METOP and NOAA satellites. They are available as gridded monthly and daily means data at 15 × 15 km resolution.

Figure 2 shows the comparison of daily SW\textsubscript{net} obtained from ERA-Interim and from CM SAF averaged for the same area and for the months of July and November corresponding to years 2006, 2007 and 2008. The figure shows a remarkable coincidence between ERA-Interim and CM SAF values for clear sky days. Cloudy days show a tendency of ERA-Interim SW\textsubscript{net} to have higher values than the corresponding CM SAF ones. The mean absolute difference (MAD) between both curves is 7.52 and 13.52 W m\textsuperscript{-2} for July and November, respectively (see red lines in Fig. 4). The lower value for July is mainly due to the predominance of clear sky conditions. Computation of MAD between the ENSEMBLES regional models and ERA-Interim show clearly larger values (see box plots in Fig. 4) and therefore it can be reasonably assumed that ERA-Interim SW\textsubscript{net} is a good approximation for the observed reference. As data available from ENSEMBLES RCMs do not cover the period 2006–2008, we have instead compared ERA-Interim against each of the ENSEMBLES regional models for the months of July and November of years 1998, 1999 and 2000 (see Fig. 4).

Unfortunately, there is no daily data available from CM SAF for LW\textsubscript{net}. Therefore, the evaluation of ERA-Interim LW\textsubscript{net} will be based on monthly averages. Figure 3 depicts monthly mean LW\textsubscript{net} obtained from ERA-Interim and from CM SAF averaged for the same area and for years 2006–2010. The mean absolute difference between both

<table>
<thead>
<tr>
<th>Institution</th>
<th>RCM</th>
<th>Vertical levels</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHMI</td>
<td>ALADIN</td>
<td>31</td>
<td>N/A</td>
</tr>
<tr>
<td>C4I</td>
<td>RCA3</td>
<td>31</td>
<td>Kjellström et al. (2005)</td>
</tr>
<tr>
<td>DMI</td>
<td>HIRHAM</td>
<td>31</td>
<td>Christensen et al. (2007)</td>
</tr>
<tr>
<td>ETHZ</td>
<td>CLM</td>
<td>32</td>
<td>Böhm et al. (2006)</td>
</tr>
<tr>
<td>HC</td>
<td>HadRM3Q0</td>
<td>19</td>
<td>Collins et al. (2006)</td>
</tr>
<tr>
<td>HC</td>
<td>HadRM3Q3</td>
<td>19</td>
<td>Collins et al. (2006)</td>
</tr>
<tr>
<td>KC</td>
<td>HadRM3Q6</td>
<td>19</td>
<td>Collins et al. (2006)</td>
</tr>
<tr>
<td>KNMI</td>
<td>RACMO</td>
<td>40</td>
<td>Van Meijgaard et al. (2008)</td>
</tr>
<tr>
<td>METNO</td>
<td>HIRHAM</td>
<td>31</td>
<td>Haugen and Haakensatd (2006)</td>
</tr>
<tr>
<td>MPI</td>
<td>REMO</td>
<td>27</td>
<td>Jacob (2001)</td>
</tr>
<tr>
<td>SHMI</td>
<td>RCA</td>
<td>24</td>
<td>Kjellström et al. (2005)</td>
</tr>
<tr>
<td>UCLM</td>
<td>PROMES</td>
<td>28</td>
<td>Sánchez et al. (2004)</td>
</tr>
<tr>
<td>OURANOS</td>
<td>CRCM</td>
<td>29</td>
<td>Plummer et al. (2006)</td>
</tr>
</tbody>
</table>
curves is $4.67 \text{ Wm}^{-2}$ for the whole period. Again, the corresponding computation of MAD between each of the 13 RT3-ENSEMBLES regional models and ERA-Interim show clearly larger values (see box plots in Fig. 4), but for the period 1996–2000, and therefore it can be reasonably assumed than ERA-Interim LW$_{\text{net}}$ is a good approximation for the observed reference.

For the evaluation of SSHF we have to rely on in situ observations from a number of flux tower networks (Kral 2011). This evaluation made use of the 2006 data from the FLUXNET LaThuile Synthesis dataset which compiles flux tower eddy-covariance measurements from a number of regional flux tower networks across the globe (Baldocchi et al. 2001). Root mean square error of ERA-Interim SSHF compared against FLUXNET daily data for the whole 2006 show values ranging from 20 to 40 Wm$^{-2}$ for most Western European towers, values are generally lower than the corresponding rmse of regional models computed with respect to ERA-Interim SSHF. This is an expected result, consequence of the land surface analysis combining synoptic observations over land with background estimates based on 6-hourly estimates of screen-level temperature and dew point from the latest atmospheric analysis (Douville et al. 1998). The analysis increments for screen-level temperature and humidity are subsequently used to update soil moisture and soil temperature estimates for each of the four layers of the land-surface model, by a simple empirical approach (Douville et al. 2000; Mahfouf et al. 2000). Therefore, surface sensible and latent fluxes are constrained in ERA-Interim by soil moisture and soil temperature which in turn are corrected by screen-level temperature and humidity observations.

### 4 Methodology

Atmosphere and land surface are strongly coupled sub-systems of the climate system. Surface fluxes (of energy, water, momentum, carbon, etc.) enable the coupling of both sub-systems. In fact, climate variables, as e.g. surface equilibrium temperature, diurnal temperature range, near surface air temperature and humidity, are very dependent on surface fluxes. Moreover, the entire structure and features of the atmospheric boundary layer are in turn very influenced by land-surface and atmosphere coupling expressed in the form of surface fluxes (see, e.g., Stensrud 2007). Whenever we refer in this paper to coupling between two variables, we mean that one variable controls each other (following Seneviratne et al. (2010)) or even better that both are forced to change together in a way prescribed by the underlying processes. For example, for the particular case of the pair of variables SW$_{\text{net}}$ - LW$_{\text{net}}$, Figure 6 shows that SW$_{\text{net}}$ increases whenever LW$_{\text{net}}$ increases (and vice versa) for November days, whereas this is only true when SW$_{\text{net}}$ does not reach the maximum value (generally reduced by clouds) for July days. This coupling does not necessarily mean that the relationship between both variables is linear. In fact, in most of the cases, the relationship is linear only as a first approximation. The level of dispersion shown by 2D-scattered plots indicates—without any expression of causality—how tight the relationship between pairs of variables is.

Surface fluxes involved in the surface energy budget are especially relevant for land-surface and atmosphere coupling. The surface energy budget equation can be expressed in a simplified form as:
\[ R_{\text{net}} = SW_{\text{net}} + LW_{\text{net}} = SSHF + SLHF + G \] (1)

The net surface radiation, \( R_{\text{net}} \), is the sum of net shortwave (\( SW_{\text{net}} \)) and longwave (\( LW_{\text{net}} \)) fluxes; \( R_{\text{net}} \) is balanced by the upward sensible heat flux (SSHF) the upward latent heat flux (SLHF) and the storage (G) (neglected on daily scales). Both heat fluxes are the important mechanisms to turn energy back into the atmosphere from land surface. Accuracy and minimal drift in the land-surface climate and the surface fluxes impact forecast skill on all timescales (Betts 2009; Stensrud 2007).

The surface \( LW_{\text{net}} \) plays a fundamental role in land–atmosphere coupling. Although upward and downward LW fluxes are strongly dependent functions of temperature, however, \( LW_{\text{net}} \) is largely determined by humidity and cloud cover on daily-mean timescales, due to the strong vertical coupling of the atmospheric temperature and moisture structure. For example, the depth of the daytime adiabatic mixed layer (ML) is a function of relative humidity (RH). Outgoing \( LW_{\text{net}} \) decreases as near-surface RH rises (and mean cloud-base falls), and decreases as cloud cover increases. \( LW_{\text{net}} \) plays in turn a fundamental role in the diurnal cycle over land. For example, a clear dry atmosphere gives place to an increased outgoing \( LW_{\text{net}} \) associated with surface cooling, lower minimum surface temperature at night and very stable nocturnal boundary layer, NBL. In terms of the daily climate, the strength of the NBL is closely related to the diurnal temperature range, \( \text{DTR} \) (defined as \( \text{DTR} = T_{\text{max}} - T_{\text{min}} \), where \( T_{\text{max}} \) and \( T_{\text{min}} \) are the maximum and minimum values of 2-m Temperature). In the dry season, both atmospheric water vapour and cloud cover reach relatively low values and therefore the lifting condensation level (LCL) tends to reach relatively higher values, contributing all these factors to an increased outgoing \( LW_{\text{net}} \) (Betts 2009).

Surface water budget is also associated to energy budget, as latent heat flux, caused by evapotranspiration, plays an important role in both water and energy budgets. The surface water budget can be expressed as:

\[ \delta S/\delta t = P - E - R \] (2)
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440 where S stand for terrestrial water storage, P for total
441 amount of precipitation, E for evapotranspiration and R for
442 total runoff.

443 The relative importance of latent and sensible heat
444 fluxes depends strongly on surface features. In bare, dry
445 soils, the absorbed radiative energy is mostly used to heat
446 the surface, turning back energy to the atmosphere usually
447 as a vigorous, turbulent sensible flux. On the other hand,
448 densely vegetated surfaces with enough water available for
449 evapotranspiration invest most of the radiative energy in
450 extracting subsurface water through the root system. This
451 process of transpiration is mainly controlled by leaves,
452 opening and closing their stomata according to the environ-
453 mental conditions and to the available soil wetness.
454
455 Transpiration turns energy back to the atmosphere in form
456 of latent heat flux. Over land the availability of water
457 essentially determines evaporative fraction, EF, (being
458 defined as SLHF/(SLHF + SSHF)). Soil water has a pri-
459 mary role in the surface energy partition between latent and
460 sensible heat fluxes, and in turn in the diurnal cycle of 2-m
461 Temperature and humidity. The latent and sensible heat
462 fluxes play a different role for the atmosphere. Sensible
463 heat at the bottom means energy immediately available to
464 the atmosphere, and contributes to the heating and/or
465 deepening of the planetary boundary layer. For an entire
466 atmospheric column, the net radiative cooling is balanced
467 by energy involved in phase changes inside the column
468 (condensation of water vapour and evaporation of rain) and
469 sensible heat flux at the surface (see, e.g., Garratt 1992;
470 Stensrud 2007).

471 The three following relationships involving surface
472 fluxes and temperatures were selected in order to evaluate
473 the performance of the RT3-ENSEMBLE regional models
474 when simulating atmosphere land-surface coupling:
475
476 • SW_{net} = LW_{net},
477
478 • SW_{net} = SSHF,
479
480 • LW_{net} = (T_{smx} - T_{snn}).
481
482 The variables selected are readily available both from
483 ERA-Interim and RT3-ENSEMBLES datasets and, as dis-
484 cussed above, are responsible and descriptive of different
485 aspects related with energy and water budgets and with
486 features of the atmospheric boundary layer.

487 The study area was selected inland of the Iberian Pen-
488 nsula to avoid potential influences of the coast. The area
489 encompassing two river basins—Tagus and Guadiana—
490 also shows approximate homogeneity with respect to soil,
491 vegetation and climate being predominantly flat. The
492 selected area belongs to Mediterranean climate type with
493 continental and Atlantic influences.

494 The three selected empirical relationships were derived
495 from ERA-Interim, using daily data for July (representative
496 of the dry season) and November (representative of the wet
497 season), by displaying the three pairs of variables in
498 2D-scattered plots. The reason for the choice of these two
499 months resides in the considerable differences appearing in
500 the atmosphere-land surface coupling between dry and
501 rainy seasons (Betts 2004). The 2D-scattered plots for each
502 of the three relationships are represented in the upper left
503 plots of Figs. 5, 6 and 7. They show some differences with
504 the corresponding plots obtained by Betts (2004) for the
505 Madeira (Brazil) river basin. These differences are justified
506 by the fact that they are computed not only with different
507 re-analysis but geographical location, period, terrain and
508 weather conditions are also diverse. The largest differences
509 between Madeira (tropical latitude, south of Equator) and
510 the Iberian Peninsula (extratropical latitude) are mainly
511 associated to minimum values of SW_{net}. Whereas the
512 minimum value of SW_{net} in Madeira is approximately
513 the same in dry and wet seasons, the corresponding minimum
514 values show a difference of about 200 Wm^{-2} in the Iberian
515 Peninsula. Also, the number of cloudless days is much
516 higher in the Iberian Peninsula than in Madeira restricting
517 considerably the SW_{net} range in the first case.

518 The corresponding relations for each of the RT3-
519 ENSEMBLES regional simulations are then computed
520 following the same procedure. Figures 5, 6 and 7 show
521 2D-scattered plots for the ERA-Interim and for the 13
522 regional models corresponding to each of the three rela-
523 tionships for dry (July) and wet (November) seasons.

524 Finally, in order to quantify differences or similarities in
525 the empirical relationships between ERA-Interim and each
526 one of the 13 regional models, the Hellinger coefficient
527 (Hellinger 1909) has been used to measure distances of
528 clouds of points in 2D-scattered plots. The Hellinger
529 coefficient was originally designed to estimate the prox-
530 imity of probability density functions (pdf’s). The
531 Hellinger coefficient is defined as:

\[
\text{Hell}^2 \left( q(x), p(x) \right) = 1 - \frac{1}{2} \int \left| q(x) - p(x) \right| \sqrt{\frac{q(x)}{p(x)}} dx,
\]

where \( q(x) \) and \( p(x) \) are two pdf’s to compare, and \( s \) is a
532 parameter \( 0 < s < 1 \). The calculation was made choosing
533 \( s = 1/2 \) which yields a symmetric measure with values
534 between zero (\( p \) and \( q \) have disjoint supports) and one (\( p \)
535 and \( q \) are identical). The Hellinger coefficient can be
536 thought of as measure of the “overlap” between two dis-
537 tributions. Hellinger coefficient yields information about
differences or similarities in relative position, shape and
539 orientation of the pdf’s. The definition given in Eq. (3) is in
540 fact a measure of similarity.

The kind of evaluation here described is in the same
542 spirit as those proposed by several authors (Perkins et al.
543 2007; Perkins and Pitman 2009; Casado and Pastor 2012)
Fig. 5 Scattered plots of LW$_{net}$ as a function of (T$_{max}$ – T$_{min}$) for ERA-Interim and thirteen ENSEMBLES RCMs over the selected area. Red circles and blue crosses correspond to dry (July) and wet (November) seasons, respectively.
Fig. 6 The same as Fig. 5, but for $SW_{net}$ as a function of $LW_{net}$
Fig. 7  The same as Fig. 5, but for $SW_{net}$ as a function $SSHF$
who considered the great advantage of assessing climate models using metrics derived from pdf’s estimated from daily data.

5 Results

Figure 5 shows the scattered plot of LW_{net} as a function of the diurnal range of soil temperature (DTR) for ERA-Interim and for each of the thirteen RT3-ENSEMBLES regional models. Points corresponding to July and November merge in a single quasi-linear distribution for most models. Other months (not shown here) fall in between filling in the same distribution. This behaviour was explained by Betts (2009) that showed that for any latitude DTR \approx -LW_{net} (1/4\sigma T^3), being \sigma the Stefan-Boltzmann constant (\sigma = 5.67 \times 10^{-8} \text{ Wm}^{-2} \text{K}^{-4}). A clear dry atmosphere above causes high values of LW_{net} and therefore cooling at the surface, leading to lower minimum surface temperature at night, and a ‘stronger’ nocturnal boundary layer (NBL). In terms of daily climate, this strength of the NBL is closely related to the diurnal temperature range DTR = T_{max} - T_{min}. Most of the plots show that the range of DTR is roughly double for November (wet season) as compared to July (dry season). LW_{net} also shows higher values for the wet season as compared to dry season. The reasons for such higher values of LW_{net} during the wet season reside principally in the usually greater cloud cover and higher lifting condensation level (LCL). From a daily climate perspective, day-time and night-time boundary layers are a fully coupled system, frequently being a deep residual mixed layer from the level (LCL). From a daily climate perspective, day-time and night-time boundary layers are a fully coupled system, frequently being a deep residual mixed layer from the previous day. LW_{net} is usually correlated with the strength of NBL and the thickness of the diurnal boundary layer.

The maximum upward LW_{net} for ERA-Interim in July reaches a value of about \approx -130 \text{ Wm}^{-2}. The corresponding RCMs values for these maxima are highly variable, reaching values up to \approx -100 \text{ Wm}^{-2} (for HadRM3 model). In the month of November, maximum values of LW_{net} are of about \approx -100 \text{ Wm}^{-2} for all models (including ERA-Interim) except for SMHI-RCA and DMI-HIRHAM where maximum values rise up to \approx -120 \text{ Wm}^{-2} (see Fig. 5). These maxima correspond to clear days with low atmospheric humidity.

Figure 6 depicts the scattered plot of SW_{net} as a function of LW_{net}, showing two well differentiated distributions for July and November. The scattered plot corresponding to ERA-Interim suggests that SW_{net} and LW_{net} are coupled only in the few cloudy days of the month of July. However, no coupling seems to exist in clear days which are majority in July. None of the RCM seems to properly simulate this behaviour. Differences in the upper limits of SW_{net} of up to 30 \text{ Wm}^{-2} between ERA-Interim and some RCMs might be due to different surface albedo. In November where clear days are infrequent, coupling between SW_{net} and LW_{net} is not so tight possibly caused by advection of atmospheric water vapour. Differences between RCMs and ERA-Interim are smaller in November than in July, showing several RCMs stronger SW_{net} - LW_{net} coupling than for ERA-Interim.

The scattered plot of SW_{net} as a function of SSHF based on ERA-Interim (see Fig. 7) shows almost no coupling between SW_{net} and SSHF for the month of July. The surface energy budget equation (see Eq. 1) can be consequently simplified as R_{net} = SW_{net} + LW_{net} = SSHF due to the lack of available water for evapotranspiration during dry season. Therefore, most of the net surface radiation, R_{net}, will turn back as SSHF to the atmosphere, favouring the coupling SSHF - SW_{net} and preventing the coupling SSHF - LW_{net}. On the other hand, the month of November (wet season) shows a clear SW_{net} - SSHF coupling. Some RCMs show greater coupling than ERA-Interim in cloudy July days. The behaviour of RCMs in November is highly variable as compared with ERA-Interim.

Table 2 summarizes Hellinger distances between ERA-Interim and each one of the ENSEMBLES RCMs for and for each of the three selected relations describing the atmosphere-land surface coupling for July and November. The T2m – PP relationship has also been added for the sake of comparison with previous studies (e.g., Christensen et al. 2010). Hellinger coefficients for July tend to be smaller than the corresponding values for November, meaning that coupling in dry season is worse simulated than in wet season. This effect is particularly clear for the relation SW_{net} – SSHF. Tables 3 and 4 summarize for July and November standard skill scores between ERA-Interim and each one of the ENSEMBLES RCMs for 2-m Temperature and Daily Total Precipitation, respectively.

There is an overall agreement of temperature skill scores—including Hellinger coefficient for T2m – PP—discriminating consistently best and worst models (see Table 3). For example, KNMI-RACMO model in July is ranked respectively as second, first, fourth and first best model when using the following performance metrics: bias, mean absolute error, RMSE, correlation coefficient and Hellinger coefficient for T2m – PP. Also, HadRM3Q3 model in July is ranked as the worst model when using bias, mean absolute error and RMSE and the second and third worst when using correlation coefficient and Hellinger coefficient for T2m – PP, respectively.

Tables 3 and 4 clearly show that models performing well in 1 month and for one variable not necessarily they do in other months and variables. This fact is well known and it is a direct consequence of the predominance of certain processes in one or another season affecting more to one or another variable. For example, temperature in...
Table 2: Values of Hellinger coefficient for the relations $LW_{\text{net}} - (T_{\text{mx}} - T_{\text{mn}})$, $SW_{\text{net}} - LW_{\text{net}}$, $SW_{\text{net}} - \text{SSHF}$, and $T_{2m} - \text{PP}$ for the months of July and November

<table>
<thead>
<tr>
<th>Institution-model</th>
<th>Hellinger coefficient July</th>
<th>Hellinger coefficient November</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$LW_{\text{net}} - (T_{\text{mx}} - T_{\text{mn}})$</td>
<td>$SW_{\text{net}} - LW_{\text{net}}$</td>
</tr>
<tr>
<td></td>
<td>$LW_{\text{net}} - (T_{\text{mx}} - T_{\text{mn}})$</td>
<td>$SW_{\text{net}} - LW_{\text{net}}$</td>
</tr>
<tr>
<td>CHMI-ALADIN</td>
<td>0.86</td>
<td>0.83</td>
</tr>
<tr>
<td>C4I-RCA3</td>
<td>0.91</td>
<td>0.58</td>
</tr>
<tr>
<td>DMI-HIRHAM</td>
<td>0.39</td>
<td>0.85</td>
</tr>
<tr>
<td>ETHZ-CLM</td>
<td>0.88</td>
<td>0.70</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q0</td>
<td>0.30</td>
<td>0.59</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q3</td>
<td>0.28</td>
<td>0.43</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q16</td>
<td>0.55</td>
<td>0.62</td>
</tr>
<tr>
<td>KNMI-RACMO</td>
<td>0.86</td>
<td>0.70</td>
</tr>
<tr>
<td>METNO-HIRHAM</td>
<td>0.71</td>
<td>0.79</td>
</tr>
<tr>
<td>MPI-M-REMO</td>
<td>0.69</td>
<td>0.84</td>
</tr>
<tr>
<td>SMHI-RCA</td>
<td>0.92</td>
<td>0.59</td>
</tr>
<tr>
<td>OURANOS-CRCM</td>
<td>0.75</td>
<td>0.93</td>
</tr>
<tr>
<td>UCLM-PROMES</td>
<td>0.94</td>
<td>0.89</td>
</tr>
</tbody>
</table>

The RCM acquiring the highest and the lowest respective value for each relation is indicated.

Table 3: Bias, mean absolute error, root mean square error and correlation coefficient for 2-m Temperature

<table>
<thead>
<tr>
<th>Institution-model</th>
<th>2-m Temperature July</th>
<th>2-m Temperature November</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHMI-ALADIN</td>
<td>1.23</td>
<td>1.29</td>
</tr>
<tr>
<td>C4I-RCA3</td>
<td>1.15</td>
<td>1.50</td>
</tr>
<tr>
<td>DMI-HIRHAM</td>
<td>-1.01</td>
<td>1.15</td>
</tr>
<tr>
<td>ETHZ-CLM</td>
<td>-1.07</td>
<td>1.33</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q0</td>
<td>-1.61</td>
<td>2.02</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q3</td>
<td>-3.16</td>
<td>3.24</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q16</td>
<td>-2.15</td>
<td>2.42</td>
</tr>
<tr>
<td>KNMI-RACMO</td>
<td>0.70</td>
<td>0.95</td>
</tr>
<tr>
<td>METNO-HIRHAM</td>
<td>-1.34</td>
<td>1.73</td>
</tr>
<tr>
<td>MPI-M-REMO</td>
<td>-1.38</td>
<td>1.53</td>
</tr>
<tr>
<td>SMHI-RCA</td>
<td>1.74</td>
<td>1.77</td>
</tr>
<tr>
<td>OURANOS-CRCM</td>
<td>2.47</td>
<td>2.45</td>
</tr>
<tr>
<td>UCLM-PROMES</td>
<td>-0.25</td>
<td>1.83</td>
</tr>
</tbody>
</table>

Summertime is very much related with the correct partition of sensible and latent heat fluxes, which in turn depends on a reasonable simulation of soil water content. This is not the case in wintertime. Finally, Table 5 displays eight different rankings of the 13 ENSEMBLES RCMs according to the value of the Hellinger coefficient for each of the four considered relationships computed for the months of July and November. It is noticeable that for November there is a high consistency among rankings based on the here considered relationships. This consistency implies that one could use fewer relationships to select the models better simulating atmosphere-land surface coupling. However, discrepancy among different models rankings—depending on the chosen relation—is higher for July, possibly due to the different quality of radiation fluxes and heat fluxes. It is also noticeable the large differences appearing between dry and wet seasons in the rankings. It is very significant that some models highly scored for the wet season only get poor scores for the dry season and vice versa.

Now, at this point, question arises whether a ranking of models based on standard skill scores for 2-m Temperature...
and Daily Total Precipitation would be consistent with a ranking based on Hellinger coefficients as it is here proposed. And provided that consistency of results holds, what would an evaluation based on Hellinger coefficients add to the more traditional approach based on skill scores for temperature and precipitation? Results summarized in Tables 2, 3, 4 and 5 allow us to conclude that not always models best/worst performing in terms of standard scores for temperature and precipitation show consistent performance in terms of Hellinger coefficients for the pairs of quantities here selected. As an example, the outstanding performance of KNMI-RACMO model in July for temperature (see Table 3) has not counterpart in terms of Hellinger coefficients (see Table 5). This can be explained by the fact that the overall surface energy budget is reasonably well captured although individual fluxes might not be properly simulated. On the other hand, the deficient performance of HadRM3Q3 model in July for temperature is also confirmed in terms of Hellinger coefficients. In November consistency among standard scores for temperature and Hellinger coefficients is less clear. This may be justified by the fact that local wintertime (heat and radiation) fluxes are not so strong and consequently 2-m Temperature is also affected by other non-local factors.

The comparison of our results with those of Christensen et al. (2010) is not straightforward for a number of reasons.

### Table 4

<table>
<thead>
<tr>
<th>Institution-model</th>
<th>Daily total precipitation July</th>
<th>Daily total precipitation November</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHMI-ALADIN</td>
<td>–0.34</td>
<td>0.38</td>
</tr>
<tr>
<td>C4I-RCA3</td>
<td>–0.20</td>
<td>0.31</td>
</tr>
<tr>
<td>DMI-HIRHAM</td>
<td><strong>0.00</strong></td>
<td><strong>0.19</strong></td>
</tr>
<tr>
<td>ETHZ-CLM</td>
<td>–0.13</td>
<td>0.26</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q0</td>
<td>–0.08</td>
<td>0.31</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q3</td>
<td>–0.01</td>
<td>0.26</td>
</tr>
<tr>
<td>METO-HC_HadRM3Q16</td>
<td>–0.07</td>
<td>0.32</td>
</tr>
<tr>
<td>KNMI-RACMO</td>
<td>0.05</td>
<td><strong>0.19</strong></td>
</tr>
<tr>
<td>METNO-HIRHAM</td>
<td>–0.08</td>
<td>0.22</td>
</tr>
<tr>
<td>MPI-M-REMO</td>
<td>–0.17</td>
<td>0.28</td>
</tr>
<tr>
<td>SMHI-RCA</td>
<td>–0.14</td>
<td>0.26</td>
</tr>
<tr>
<td>OURANOS-CRCM</td>
<td>–0.99</td>
<td>0.98</td>
</tr>
</tbody>
</table>

### Table 5

Rankings of 13 ENSEMBLES RCMs (in numbers) according to Hellinger coefficient based on the proximity of the relationships: \( \text{LW}_{\text{net}} - (T_{\text{smx}} - T_{\text{smn}}) \), \( \text{SW}_{\text{net}} - \text{LW}_{\text{net}} \), \( \text{SW}_{\text{net}} - \text{SSHF} \), and \( T_{2m} - \text{PP} \) for the months of July and November.

<table>
<thead>
<tr>
<th>Institution-model</th>
<th>July</th>
<th>November</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \text{LW}<em>{\text{net}} - (T</em>{\text{smx}} - T_{\text{smn}}) )</td>
<td>( \text{SW}<em>{\text{net}} - \text{LW}</em>{\text{net}} )</td>
</tr>
<tr>
<td>CHMI-ALADIN</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>C4I-RCA3</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>DMI-HIRHAM</td>
<td>11</td>
<td>3</td>
</tr>
<tr>
<td>ETHZ-CLM</td>
<td>4</td>
<td>7</td>
</tr>
<tr>
<td>HC-HadRM3Q0</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>HC-HadRM3Q3</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>HC-HadRM3Q16</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>KNMI-RACMO</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>METNO-HIRHAM</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>MPI-M-REMO</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>SMHI-RCA</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>OURANOS-CRCM</td>
<td>7</td>
<td><strong>1</strong></td>
</tr>
<tr>
<td>UCLM-PROMES</td>
<td><strong>1</strong></td>
<td>2</td>
</tr>
</tbody>
</table>
First, their work was aiming to merge a collection of 6 performance metrics into an aggregated model weight with the purpose of combining climate change information from the range of RCMs. They proposed 3 different ways of combining the 6 performance metrics showing a relatively high degree of coincidence for the final weight. Second, the purpose of their work was to get a single valued model weight describing the overall performance of each RCM for the whole domain, for all seasons and for all considered variables. Contrary, our work does not intend to generate an overall performance score. We have instead attempted to propose some scores based on the Hellinger coefficient determining how well atmosphere-land surface coupling is simulated by models. Furthermore, this evaluation scores may help to detect problems which may be behind a poor model performance in terms of temperature and precipitation. Nevertheless, some coincidences appear in the results based on both approaches.

Therefore, we have preferred not to merge the obtained eight rankings into just one ranking in order to highlight how differences among rankings depend strongly on season and to a lesser extent on the particular relationship expressing the atmosphere-land surface coupling. We confirm with our results that model rankings are highly dependent on region, variables, seasons and metrics selected for the evaluation in full agreement with other authors (e.g., Knutti et al. 2010; Casado and Pastor 2012).

## 6 Conclusions

An original approach has been proposed for evaluating regional climate models based on the comparison of empirical relationships among model outcome variables. The proposed method provides tools to identify which processes related to the atmosphere-land surface coupling are not properly simulated by models. Contrary to more classical methods essentially focused on traditional climate variables—like air temperature and precipitation—here the focus is put on fluxes which are in the end terms appearing in the budget equations determining temperature and soil moisture. Soil moisture is responsible for the right partition of surface energy between latent and sensible heat fluxes, and in turn of the structure of boundary layer in terms of temperature and humidity. The approach provides a quantitative evaluation of models and therefore allows the establishment of model rankings focusing on the ability to properly simulate the interaction between atmosphere and land surface. Thirteen RCMs participating in the ENSEMBLES project were selected by the availability of daily data for the period 1991–2000 of the variables LW\(_{\text{net}}\), SW\(_{\text{net}}\), SSHF, Tsmax and Tsmin. Three pairs of relations among surface energy variables and fluxes relevant to the energy and water budget were obtained for an area covering part of two river basins within southern Iberian Peninsula and for 2 months representative of the dry and wet seasons, respectively. The truth to compare with model simulations was ERA-Interim re-analysis. As it was already mentioned in Sect. 1, the comparison of RCMs against ERA-Interim may have certain flaws mainly when comparing variables not directly observed; as it is the case for the fluxes. However, comparison of ERA-Interim fluxes against satellite estimations allow us to conclude that ERA-Interim fluxes have a reasonable quality to be used as ground truth reference. Our main aim, however, was to illustrate the value of comparing magnitudes representative of certain processes in order to quantify how well models are capturing them. Besides, significant deviation of some models for certain magnitudes and seasons can help to identify problems when simulating processes as complex as those responsible for the atmosphere-land surface coupling. The Hellinger coefficient was the metric selected to quantify the distance between each of the regional models and the reference represented by ERA-Interim.

The comparison of the relationships here obtained for southern Iberian Peninsula with those obtained by Betts (2004) for the Madeira basin (Brazil) confirms that such comparison is highly dependent on season, region and climate conditions. In that sense, this approach is very adequate to quantify the regional performance of climate models.

The proximity of modelled and reference scattered plots depends very much on the season. The generally higher value of Hellinger coefficient (lower distance) for the wet season is indicative of difficulties associated with the simulation of atmosphere-land surface coupling during the dry season. Moreover, the high coincidence of the four rankings for the wet season suggests that only one relation may be enough to discriminate the “best” and “worst” models at that time of the year. This is not the case for the dry season, where more relations seem to be needed to quantify the radiative and water aspects of modelled surface coupling. The range of Hellinger coefficient values tends to be narrower in the wet season showing a high degree of agreement among different model simulations in coincidence with results by Betts et al. (2006).

We would like to point out that most methods for evaluating climate models frequently put the focus on outcome variables (usually precipitation and temperature) disregarding important aspects related to the coupling between subsystems of the climate system. We are convinced of the importance of evaluation studies focusing on physical processes, and in particular on the features of interface between subsystems. In this line, our approach aims directly at the performance of models in connection with the atmosphere-land surface interaction which is in the end highly responsible for a realistic simulation of...
variables more commonly described in climate studies, such as precipitation and temperature.

We may conclude by saying that the here proposed method of evaluating RCMs does not only intend to present an additional set of performance-based metrics aiming to rank models or to weight them within an ensemble of RCMs as it was proposed by other authors (e.g., Christensen et al. 2010). Our proposal goes mainly in the direction of exploring and quantifying how well coupling between atmosphere-land surface is simulated by different RCMs. As we mentioned in the introduction, climate models are based on sound and well established physical laws and their success in simulating the climate system depends on an accurate representation of the climate relevant processes. Consequently, our proposal of evaluation heavily relies on physical processes—and in this particular case on interaction between subsystems—instead of the more traditional methods which are more focused on the behaviour of climate variables such as temperature and precipitation. Additionally, the analysis of the simulated coupling between subsystems could help to diagnose modelling deficiencies which may be behind a poor performance in terms of climate variables.
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