Appendix A

According to Kalnay (2003), in the Global Data Assimilation System (GDAS) used to produce the GFS data, the cost function is defined as the distance between  and the background , weighted by the inverse of the background error covariance (), plus, the distance to the observations , weighted by the inverse of the observations error covariance ():

        (A1)
                        									         
that variational cost function can be derived through a maximum likelihood approach.

In the case of the 4D-var data assimilation system, the temporal dimension is added, so this variational method is an important extension of the 3D-var (GDAS). Now, the observations are temporally distributed in the time interval (). The cost function consists of two components: one that evaluates the initial interval's distance from the background, and another that sums up the cost function for each observation increment as the model is integrated up to the observation time:


                         (A2)
          
The control variable is the initial state of the model with the time interval, whereas the analysis at the end of the interval is given by the model integration from the solution . Consequently, the model is employed under a stringent constraint, meaning that the analysis solution is compelled to adhere to the observations while satisfying the model equations.




































Appendix B
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Figure S1: (a) Relative IC differences of (gpm) and (b) relative IC differences of (K).
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